
 

International Research Journal on Advanced Engineering Hub (IRJAEH) 

e ISSN: 2584-2137 

Vol. 03 Issue: 05 May 2025 

Page No: 2082-2089 

https://irjaeh.com 

https://doi.org/10.47392/IRJAEH.2025.0304 

 

    

International Research Journal on Advanced Engineering Hub (IRJAEH) 

                         
2082 

 

Traffic Signal Timing and Real Time Optimization 
Sathish Rao1 
1WSU College of Engineering. 

 

Abstract 

The optimization of traffic signal timing has evolved from simple fixed schedules to dynamic, real-time 

adaptive systems empowered by artificial intelligence (AI) and machine learning (ML). As urban traffic 

congestion intensifies and environmental sustainability becomes critical, intelligent traffic control systems are 

poised to play a central role in modern smart cities. This review synthesizes recent advancements in real-time 

traffic signal optimization, highlighting methodologies such as deep reinforcement learning, evolutionary 

algorithms, and multi-agent systems. While experimental results show significant improvements in traffic flow, 

emissions reduction, and travel times, challenges around scalability, robustness, and data security persist. 

This article outlines key gaps and proposes future directions, emphasizing the need for resilient, explainable, 

and scalable traffic management systems. 

Keywords: Traffic Signal Optimization; Real-Time Traffic Control; Adaptive Traffic Systems; Deep 
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1. Introduction

Urbanization and motorization are advancing at an 

unprecedented pace, placing enormous pressure on 

existing traffic infrastructures worldwide. One of the 

most critical and visible bottlenecks of urban 

mobility is the traffic signal system. Traffic signals, 

originally designed to regulate vehicular and 

pedestrian flows, now need to adapt dynamically to 

rapidly changing traffic patterns, increasing 

congestion, environmental concerns, and road safety 

challenges [1]. Traditional fixed-time traffic control 

methods are no longer sufficient to manage today’s 

complex and heterogeneous urban traffic ecosystems. 

Traffic signal timing and real-time optimization have 

therefore emerged as vital research areas, aiming to 

improve traffic efficiency, reduce vehicle idling time, 

lower emissions, and enhance safety [2]. Modern 

approaches leverage advancements in artificial 

intelligence (AI), machine learning (ML), Internet of 

Things (IoT), and big data analytics to move beyond 

static schedules towards dynamic, adaptive control 

systems that respond to real-time traffic conditions 

[3]. Real-time optimization enables intersections to 

adjust their timings based on current flow patterns, 

incident detection, or even predictive analytics, 

making urban transportation systems smarter and 

more sustainable. This topic is especially significant 

in today’s research landscape for several reasons. 

Firstly, the climate crisis demands urgent reductions 

in vehicle emissions, and smoother traffic flows 

enabled by intelligent signals can substantially lower 

urban carbon footprints [4]. Secondly, smart city 

initiatives globally are investing heavily in intelligent 

transportation systems (ITS), with traffic signal 

optimization being a cornerstone for building 

connected, efficient urban environments [5]. Thirdly, 

the rise of autonomous vehicles and vehicle-to-

infrastructure (V2I) communication necessitates 

more responsive and intelligent traffic control 

systems to ensure seamless integration [6]. In the 

broader context of transportation engineering, urban 

planning, and AI technology, traffic signal 

optimization serves as a convergence point where 

computer science, civil engineering, control systems, 

and data analytics intersect. Innovations in this space 

promise not only operational benefits (e.g., reduced 

delays and travel times) but also societal advantages, 

including improved air quality, energy efficiency, 

and public safety [7]. As urban populations continue 

to swell, optimizing traffic signals in real time will be 

crucial for achieving resilient, livable 

cities.However, despite significant progress, several 

challenges persist. Current research struggles with 
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scalability across large networks, real-time 

computational complexity, handling uncertain and 

noisy traffic data, and balancing multiple objectives 

such as minimizing delays while maximizing 

throughput [8]. Many AI-based models also face 

difficulties when transitioning from simulated 

environments to real-world deployments due to 

issues like sensor errors, communication delays, and 

unmodeled human behaviors [9]. Addressing these 

gaps is essential for advancing the practical 

implementation of real-time, adaptive traffic signal 

control. The purpose of this review is to 

systematically explore and critically analyze the 

various methods developed for traffic signal timing 

and real-time optimization over the past decade. 

Readers can expect: 

 A detailed taxonomy of AI, optimization, 

and rule-based techniques applied in 

traffic signal control. 

 Comparative assessments of key 

algorithms based on performance, 

scalability, and real-world adaptability. 

 A discussion of the major research 

challenges and open questions in the field. 

 Future directions to guide the 

development of next-generation 

intelligent traffic management systems. 

By synthesizing the state of the art, this review aims 

to provide researchers, engineers, and urban 

policymakers with a comprehensive understanding of 

how cutting-edge techniques can help shape the 

future of urban mobility. 

2. Literature Review 

 

Table 1 Literature Review 

Year Title Focus Findings (Key Results and Conclusions) 

2011 Reinforcement Learning with 

Function Approximation for Traffic 

Signal Control [9] 

Applying RL to traffic 

signal control 

Showed that RL with function approximation 

can adapt to dynamic traffic flows, improving 

system performance over traditional 

methods. 

2016 Real-Time Adaptive Traffic Signal 

Control Using Reinforcement 

Learning [10] 

Deep RL for real-time 

optimization 

Demonstrated that deep RL approaches 

enable scalable and real-time adaptive traffic 

signal control with significant delay 

reductions. 

2017 Expert Level Control of Ramp 

Metering Based on Multi-Task Deep 

Reinforcement Learning [11] 

Deep multi-task 

learning for ramp 

metering 

Introduced multi-task deep RL for ramp 

control, achieving expert-level performance 

and efficient flow management. 

2018 Traffic Signal Control Using 

Evolutionary Algorithms: A Review 

[12] 

Evolutionary 

optimization 

techniques 

Reviewed genetic algorithms and 

evolutionary strategies, finding them 

effective for multi-objective signal timing 

problems. 

2018 Deep Reinforcement Learning for 

Traffic Light Control in Vehicular 

Networks [13] 

DRL for vehicular 

network traffic control 

Proposed a DRL-based method for 

decentralized traffic light control, leading to 

reduced average travel times. 

2019 A Survey on Traffic Signal Control 

Methods [14] 

Comprehensive 

survey of control 

techniques 

Provided a taxonomy of fixed-time, actuated, 

adaptive, and AI-based traffic signal 

methods, highlighting emerging trends. 

2020 Traffic Light Control Using Deep 

Policy-Gradient and Value-

Function-Based Reinforcement 

Learning [15] 

Advanced RL models 

for traffic lights 

Showed policy-gradient methods outperform 

Q-learning approaches for complex, multi-

intersection traffic control scenarios. 

2020 Multi-Agent Reinforcement 

Learning for Large-Scale Traffic 

Signal Control [16] 

Multi-agent RL for 

city-wide control 

Addressed scalability challenges using 

decentralized multi-agent RL, achieving 

promising results in simulated urban 
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networks. 

2021 Deep Q-Learning-Based 

Optimization of Traffic Light 

Controllers [17] 

DQN models for 

intersection 

management 

Demonstrated improved delay reduction and 

adaptability over traditional optimization 

models in complex intersections. 

2022 Review of AI Techniques for Real-

Time Traffic Signal Optimization 

[18] 

AI trends in signal 

optimization 

Summarized machine learning, deep 

learning, and hybrid models for real-time 

traffic signal optimization, identifying gaps 

in deployment readiness. 

3. Block Diagram: Synthetic Data Generation for 

Privacy-Preserving AI 

3.1.Proposed Theoretical Model  

The proposed model envisions an end-to-end 

intelligent traffic control system capable of sensing 

real-time traffic dynamics, predicting near-future 

congestion levels, and autonomously optimizing 

signal timings using adaptive learning algorithms 

[19]. 

The model integrates sensing, prediction, 

optimization, and continuous learning in a feedback-

driven architecture to ensure self-improvement over 

time. 

3.2.Model Components 

3.2.1. Traffic Data Collection Layer 

Traffic sensors (e.g., inductive loops, cameras, 

connected vehicle data, IoT devices) feed real-time 

information about: 

 Vehicle counts 

 Speeds 

 Queue lengths 

 Occupancy rates [20] 

This data serves as the raw input for downstream 

models. Collected data is cleaned, filtered, and 

transformed into actionable features such as: 

 Traffic density at intersections 

 Arrival rates 

 Shockwave detection (for traffic jams) 

 Pedestrian flows (where applicable) 

This step ensures data quality and contextual 

relevance for prediction models [21]. 

3.2.2. Real-Time Traffic Prediction 

Using machine learning and deep learning models 

(e.g., LSTM networks for sequence modeling), the 

system predicts: 

 Traffic build-up 

 Expected queue formations 

 Likely bottlenecks [22] 

These forecasts allow proactive signal adjustments 

rather than reactive ones. (Figure 1) 

 

 
Figure 1 Flow Chart 
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3.3.Optimization Engine 

The heart of the system utilizes: 

 Reinforcement Learning (RL): where 

an agent learns the best signal timing 

strategies by maximizing reward 

functions (e.g., minimal waiting time) 

[23]. 

 Heuristic Optimization: Genetic 

algorithms, swarm intelligence, or 

simulated annealing can optimize timings 

where model-free learning is too slow 

[24]. 

3.4.Objectives typically include 

 Minimizing average delay 

 Reducing stop-and-go movements 

 Maximizing throughput 

 e. Signal Timing Controller 

 Based on optimization outputs, this 

module modulates signal phases 

(green/red/yellow) dynamically. 

It enforces decisions in real-time with constraints 

(e.g., minimum green times, pedestrian safety 

windows). 

3.5.Feedback and Continuous Learning 

Feedback loops capture: 

• Post-optimization traffic data 

• New emerging patterns (e.g., incidents, 

construction zones) 

• Seasonal and diurnal variations 

• This enables online learning—models are 

retrained periodically or updated 

incrementally to avoid performance 

degradation over time [25]. 

• Experimental Results, Graphs, and Tables 

3.6.Experimental Setup 

Several studies and real-world pilot projects have 

been analyzed to assess the effectiveness of AI-based 

and real-time optimization methods for traffic signal 

control: 

• Environments: Simulated urban networks 

(SUMO, VISSIM) and real-world 

deployments (e.g., Pittsburgh, USA). 

• Evaluation Metrics (Table 1) 

• Average Vehicle Delay (seconds/vehicle) 

• Average Queue Length (meters) 

• Throughput (vehicles/hour) 

• Emission Reductions (%) 

Studies compared traditional fixed-time systems, 

actuated control, and advanced AI-based adaptive 

control methods [26], [27]. 

3.7.Experimental Results 
Table 1 Performance Comparison of Traffic Signal 

Control Strategies 

Contro

l 

Metho

d 

Averag

e 

Vehicl

e Delay 

(s) 

Averag

e 

Queue 

Length 

(m) 

Throughp

ut (veh/hr) 

Emission 

Reductio

n (%) 

Fixed-

Time 

Control 

65.2 85 1280 Baseline 

Actuate

d 

Control 

50.8 70 1420 5% 

AI-

Based 

Adaptiv

e 

Control 

32.4 45 1585 18% 

 

Key Insight: AI-based adaptive traffic control 

reduced vehicle delay by over 50% compared to 

fixed-time systems and achieved significant 

environmental benefits [26]. (Table 2) 

 
Table 2 Case Study – Pittsburgh Smart Signal Pilot 

Results 

Metric 

Before AI 

Deployme

nt 

After AI 

Deployme

nt 

Improveme

nt (%) 

Travel 

Time 
27.8 min 19.3 min 30.6% 

Number of 

Stops 
12.2 7.4 39.3% 

Fuel 

Consumpti

on 

8.7 

L/100km 

6.8 

L/100km 
21.8% 

 

Key Insight: The Pittsburgh pilot project, based on 

decentralized real-time adaptive signals, dramatically 

improved travel times, stop frequency, and fuel 
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economy [27]. (Figure 1) 

 
Figure 1 Graph 

 

 Y-axis: Average Vehicle Delay (seconds) 

 X-axis: Control Method 

 Interpretation: AI-adaptive control results in 

the lowest delay among all tested methods. 

(Figure 2) 

Graph 2: Travel Time Before and After AI-Based 

Optimization 

 
Figure 2 Graph 

 

• Y-axis: Average Travel Time (minutes) 

• X-axis: Stage of Deployment 

• Interpretation: AI deployment cuts travel 

time by over 30% in real-world urban 

conditions. 

4. Discussion of Results 

The experimental results confirm that real-time AI-

based traffic optimization significantly outperforms 

traditional systems: 

• Delay Reduction: Average vehicle delays 

were cut by up to 50% compared to static 

control methods, which directly translates to 

smoother traffic flow [26]. 

• Environmental Impact: Adaptive systems 

reduced emissions by 18%, offering critical 

benefits for urban air quality goals [26]. 

• User Experience: Real-world pilots such as 

Pittsburgh’s smart signals demonstrated over 

30% improvements in travel times and fuel 

savings of over 20%, showcasing not only 

technical success but also public acceptance 

[27]. 

4.1.Remaining Challenges 

• Despite these successes: Scalability to larger, 

denser cities remains a major issue, requiring 

decentralized or multi-agent systems [28]. 

• Reliability under abnormal conditions (e.g., 

road closures, accidents) needs further 

enhancement via robust reinforcement 

learning strategies [29]. 

• Cybersecurity risks increase with reliance on 

connected vehicle and sensor data, 

necessitating secure architecture designs [30]. 

Future research must thus balance technical 

advancement with resilience, fairness, and security to 

unlock the full potential of real-time adaptive traffic 

control. 

4.2.Future Directions 

Scalable Multi-Agent Systems for Large Urban 

Networks While existing AI models perform well at 

isolated intersections or small corridors, real-world 

deployment demands scalable architectures capable 

of managing entire city networks. Future research 

should prioritize multi-agent reinforcement learning 

(MARL) frameworks that enable coordinated yet 

decentralized control across thousands of 

intersections without overwhelming computation or 

communication overhead [31]. 

4.3.Robust Learning for Abnormal Traffic 

Conditions 

Adaptive systems must be resilient to unexpected 

events such as accidents, roadworks, or mass 

gatherings. Integrating robust reinforcement learning 

approaches and meta-learning techniques could 

empower traffic systems to generalize better to non-

stationary, adversarial environments, ensuring 
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continuous reliability [32]. 

4.4.Explainability and Human-AI 

Collaboration 

For widespread public and municipal adoption, AI-

controlled signals must offer transparent, explainable 

decision-making processes. Future models should 

incorporate XAI (Explainable AI) tools that allow 

city planners and traffic engineers to understand, 

validate, and intervene in the system’s logic when 

necessary [33]. 

4.5.Secure and Privacy-Preserving Data 

Infrastructure 

With increasing reliance on connected vehicle data, 

sensor networks, and IoT devices, ensuring data 

security and user privacy will be vital. Future traffic 

control systems should leverage blockchain 

technologies, federated learning, and privacy-

preserving analytics to safeguard sensitive mobility 

information [34]. 

4.6.Integration with Connected and 

Autonomous Vehicles (CAVs) 

Emerging vehicle-to-infrastructure (V2I) 

communication enables real-time interaction 

between traffic signals and autonomous vehicles. 

Future research must focus on creating cooperative 

control frameworks where traffic lights and CAVs 

jointly optimize urban traffic flow, offering 

unprecedented efficiency and safety benefits [35]. 

Conclusion 
The journey from static traffic signals to intelligent, 

real-time adaptive control systems represents one of 

the most impactful transformations in urban mobility 

management. AI-based solutions, particularly 

reinforcement learning and predictive modeling, 

have already demonstrated substantial improvements 

in traffic efficiency, travel times, environmental 

impact, and user satisfaction. However, challenges 

such as scalability to large city networks, robustness 

under unpredictable conditions, explainability, and 

data security remain barriers to universal 

deployment. To fully realize the vision of smart, 

sustainable, and resilient cities, future traffic 

optimization systems must evolve into transparent, 

cooperative, and privacy-aware ecosystems. The 

successful integration of emerging technologies like 

CAVs, 5G communication, and distributed AI agents 

will mark the next chapter in building adaptive cities 

that move not just faster — but smarter and safer. 
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